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A computer program system, ELD, for extracting intensities from electron diffraction (ED) patterns has been developed. 
ELD runs on a personal computer (PC). Electron diffraction patterns are digitized using a CCD camera, and the data is 
transferred to the PC via a frame grabber. The lattice vectors and the shape and size of the diffraction spots are first 
determined, and based upon this information the strategy for extracting the electron diffraction intensities is decided by 
ELD. It is possible to merge several diffraction patterns taken with different exposure times, whereby both very strong and 
very weak reflections can be measured. Quantified electron diffraction data can be useful both for chemical applications, 
such as refining crystal structures, previously solved by crystallographic image processing (CIP), in materials science and for 
physical applications. 

1. Introduction 

During the last twenty years, high-resolution 
electron microscopy (HREM) combined with 
crystallographic image processing (CIP) has been 
developed and applied for solving structures of 
proteins [1,2], organic [3] and inorganic crystals 
[4-6]. CIP is especially useful in the cases when 
the crystals are too small for X-ray or neutron 
diffraction. HREM images have the advantage 
that both phases and amplitudes of structure 
factors can be obtained, while in X-ray and neu- 
tron diffraction the phase information is lost. 
However, in HREM images the resolution and 
the quality of the amplitudes are much lower 
than in X-ray or neutron diffraction. 

In order to get higher resolution and more 
accurate amplitudes, the image data can be sup- 
plemented with electron diffraction data. Elec- 
tron diffraction data goes to higher resolution 
than images and is not affected by the contrast 
transfer function. Furthermore, it is easier to 
align an ED pattern than an HREM image. 

Quantitative ED data has been used in several 
crystal structure determinations the last ten years. 

The 3D structure of the membrane protein bacte- 
riorhodopsin was solved to 3.5 .A resolution by 
combining electron diffraction patterns and 
HREM images [2]. Phases of 2700 independent 
Fourier components of bacteriorhodopsin were 
calculated from the Fourier transforms of the 
images. The amplitudes were obtained from elec- 
tron diffraction patterns. An organic structure, 
perchlorocoronene, was reconstructed by using 
entropy maximization methods combined with 
likelihood ranking [3]. Electron diffraction ampli- 
tudes were used for extending the resolution from 
3.2 .A in the HREM images to 1 A in the recon- 
struction. Several crystal structures of lipids and 
other organic compounds have been studied by 
Dorset, who also recently reviewed the organic 
crystal structures determined by electron crystal- 
lography [7]. A perovskite-related superstructure, 
Ba28Fe28070 , was solved by combining CIP and 
HREM [6]. A qualitative comparison between the 
observed electron diffraction pattern and the cal- 
culated Fourier transform of two possible struc- 
ture models helped in identifying which of two 
possible structure models was correct. Electron 
diffraction amplitudes to 1 ,~ resolution were 

0304-3991/93/$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved 



148 X.D. Zou, S. Hovm61ler / ELD 

combined with amplitudes and phases from im- 
ages in order to find the oxygen positions in 
K 2 0 "  7 N b 2 0  5 [8]. 

Until recently, digitization of electron diffrac- 
tion patterns was made mainly by microdensito- 
meter. Baldwin and Henderson developed a pro- 
gram system to measure and evaluate electron 
diffraction patterns to 3.0 ,& resolution from two- 
dimensional crystals of the membrane protein 
bacteriorhodopsin [9]. The ED patterns were dig- 
itized using a flat-bed microdensitometer. Cor- 
rections were made for the background, non-lin- 
earity of the densitometer, the curvature of the 
Ewald sphere and other factors. In a later study 
of the same protein, the possibility of using ED 
data of heavy-atom derivatives for phase determi- 
nation of membrane proteins was investigated 
[10]. 

Microdensitometers are excellent instruments 
for digitizing electron diffraction patterns, but 
they have two disadvantages: they are very expen- 
sive, and it is not easy to transfer computer 
programs developed for one microdensitometer 

and the computer that controls it from one labo- 
ratory to another, with different equipment. Now 
that H REM and CIP have become simple tools 
for solving crystal structures by electron mi- 
croscopy, we felt it was important to develop a 
cheap and easy-to-use, yet accurate system for 
quantitatively evaluating also electron diffraction 
patterns. The present paper describes such a 
system, called ELD. (ELD for Electron Diffrac- 
tion, or Swedish: fire). ELD uses similar hard- 
ware (A DAGE MTI CCD72E camera, frame 
grabber and IBM-compatible PC) as CRISP [11], 
and it has a similar user-friendly mouse-driven 
graphics interface. The code for ELD is written 
in the C language. 

2. Recording electron diffraction patterns 

The metal oxide K 2 0 - 7 N b 2 0  ~ (space group 
P4bm, a = b  = 27.5 A, c = 3.94 A) was used to 
test out optimal experimental conditions and for 
constructing the algorithm for ELD. 

Fig. 1. Electron diffraction pattern of K20.7Nb205.  The projection shown is the (hk0) plane, with a = b = 27.5 .~. Space group 
P4bm. In order to minimize saturation of the film and CCD camera, the diffraction pattern has deliberately been recorded with 
slightly blurred reflections. (a) Short exposure time (2.8 s), showing low-resolution reflections. (b) Long exposure time (11 s) 

showing high-resolution reflections. The indexed reflections (15, 15, 0) are at 1.30 ,~ resolution. 
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Samples of the niobium oxide were prepared 
for electron diffraction in standard ways, i.e. by 
crushing the specimens in a mortar, and applying 
the crystal fragments to grids with the help of 
butanol. Electron diffraction patterns were 
recorded in a JEOL 2000FX transmission elec- 
tron microscope, operated at 200 kV. The elec- 
tron beam was made slightly convergent in order 
to defocus the diffraction spots. 

Diffraction patterns were recorded on Kodak 
Electron Image film SO-163 and developed in 
D19 for 10 min. 

A camera length of 120 cm was chosen for 
maximum magnification of the electron diffrac- 
tion pattern, yet fitting all reflections inside 1.0 .~ 
resolution inside the 60 x 90 mm film. 

Several diffraction patterns were collected 
from each crystal with different exposure times 
ranging from 0.5 s to over 15 s (fig. 1). In this way 
the limited dynamical range of the CCD camera 
could be compensated for. Weak reflections were 
measured on films with long exposure times, and 
strong reflections on films with short exposure 
times. 

Since the photographic film has a DQE (detec- 
tive quantum efficiency) of nearly 1, the optical 
density of the film is directly proportional to the 
electron dose, until the saturation is reached. The 
film saturates at much higher optical density 
(O.D.) values than the useful range of the CCD 
camera and thus the O.D. values on the film are 
considered to be proportional to the number of 
electrons in each diffraction spot. 

Care was taken to align the crystals well and to 
collect the electron diffraction patterns from thin 
parts of the crystals, thereby minimizing the ef- 
fects of multiple scattering. The presence of mul- 
tiple scattering was monitored as the amount of 
intensity present in the symmetry-forbidden odd 
axial reflections (h00) and (0k0), along the crys- 
tallographic screw axes. When only a small area 
at the edge of a thin crystal was used, the forbid- 
den reflections were very weak. 

3. Digitizing ED patterns 

Digitizing electron diffraction patterns is far 
more demanding than digitizing electron mi- 

croscopy images of crystals for CIP. The reason 
for this is that each reflection in an electron 
diffraction pattern is concentrated in a very small 
area, typically less than 0.5 mm in diameter on 
the negative. In images, the reflections are the 
Fourier components in the calculated Fourier 
transform, with each reflection being present as a 
cosine wave over the whole image. Thus in im- 
ages all the pixels contribute to each reflection, 
while in an ED pattern the information of each 
reflection is concentrated into very few pixels. 
For CIP of inorganic crystals it is possible to use 
the original micrographs, positive prints or even 
good photocopies of the prints, without signifi- 
cant loss of information. 

For digitizing electron diffraction patterns we 
used only the original micrographs (i.e. the nega- 
tives), which were put on a light-box. The con- 
trast was reversed in order to display the diffrac- 
tion peaks as white and with high numbers, while 
the background was black and had low numbers 
in the data files. 

The electron diffraction patterns were digi- 
tized in the same way as electron micrographs, 
with a CCD camera, frame grabber and the com- 
puter program CCDINPUT as described earlier 
[11]. The dynamical range present in electron 
diffraction patterns is very large, from a back- 
ground of optical density (O.D.) = 0.0 to the 
direct beam with O.D, > 5.0. With the limited 
range (256 grey levels) and linearity of the CCD 
camera, it was necessary to take several ED pat- 
terns with different exposure times and to correct 
the input intensity data pixel by pixel using a 
look-up table. The look-up table was determined 
individually for each digitized film, using a cali- 
bration film strip from Kodak with 20 known 
equal steps of optical density from O.D. = 0.05 to 
O.D. = 4.0. The calibration strip was measured 
together with the electron diffraction pattern (fig. 
2). The response of the CCD camera was close to 
linear in about half its range of 256 grey-tone 
values, but fell considerably at the higher read- 
ings, as seen from the response curves in fig. 3. 
The response of the CCD camera could be ad- 
justed in several ways; the zero point could be 
shifted (from O.D. = 0.0 to 0.6 in fig. 3) and the 
gain could be adjusted independently. Response 
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Fig. 2. An  electron diffraction pattern has been photographed by the CCD camera, digitized by the frame grabber and is now 
displayed on the screen of the PC. The whole image is 640 × 480 pixels, and  from this one or more sub-areas of 256 x 256 pixels  are 

selected for analysis by E L D .  A ca l ibra t ion  film str ip  is recorded simultaneously. 
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Fig. 3. The response curves of the CCD camera for three 
different settings. In all  cases about half the range of 256 grey 
levels (8 bi ts)  is a linear function of the optical density. The 
numbers 706, 708 and 709 refer to different film numbers, and 
their exposure times (in seconds) are given. The O.D. units 

are absolute optical density values. 

curves for three different sett ings used for a 
short, m e d i u m  and long exposure t ime,  respec-  
tively, are shown in fig. 3. The  E D  pattern 
recorded in 0.5 s had a background level  c lose  to 
O . D . =  0.0, and so the zero  level of  the CCD 
camera was set  to O.D.  zero ,  and the gain such 
that good or acceptable  response  was obtained up 
to about O . D . = 0 . 7 .  In the E D  pattern with 
longest  exposure t ime (11 s) the background level 
was as high as 0 . 6 0 . D .  units, and that was then 
chosen as the zero  level  of  the CCD camera.  
Whatever  the zero  level  was,  the useful  range of  
grey-tones  covered about one  O.D.  unit. The  
precis ion of  the data was always better at lower 
optical density. In the low O.D.  range 0 . 1 0 . D .  
gave a response  of  3 0 - 3 5  digits on the C C D  
camera,  but at one  O.D.  unit darker, a 0 . 1 0 . D .  
increase corresponded to only 5 - 1 0  digits on the 
C C D  camera.  
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The look-up table correction is performed by a 
separate program called IMGTOFFT,  which at 
the same time converts the data format from the 
image type (IMG) to the format of the Fourier 
transform (FF-F) as used in CRISP. It is impera- 
tive to make look-up tables individually for each 
film, since both the zero level and the gain of the 
CCD camera is changed from one ED pattern to 
the next. 

Because of the difficulty in handling larger 
areas than 256 × 256 pixels in a PC, ELD was 
designed for that size of data files. In the case of 
K 2 0 . 7 N b 2 0 5  the ED pattern extended to more 
than 25 diffraction orders in all directions. A 
complete ED pattern from index - 2 5  to + 25 
contains 51 reflections in the 256 pixels, giving a 
maximal possible distance between reflections of 
only 5 pixels. The accuracy of measuring intensi- 
ties from such a small spot size is too low. This 
problem is solved in ELD by splitting up the ED 
pattern into four quadrants (or even more sub- 
frames), each with a size of 256 × 256 pixels. The 
image obtained by the frame grabber (fig. 2) has 
dimensions 640 x 480 pixels. ED patterns taken 
with short exposure times show only the low-order 
diffraction peaks, and all the data in such an 

image can be extracted from a single frame, as 
seen in fig. 4a. ED patterns taken with longer 
exposure times, extending to 1.0 ,~ and having 
over 25 diffraction orders, are extracted as sev- 
eral overlapping frames, One individual frame, 
covering one quadrant, is shown in fig. 4b. The 
data from all files constituting a single ED pat- 
tern is merged into one single file. 

4. Lattice refinement 

Before the intensities of the electron diffrac- 
tion peaks can be extracted, the lattice must be 
found with sufficient accuracy. In the digitized 
ED patterns, the (0,0) reflection (i.e. the direct 
beam) need not be in the center. This is in 
contrast to the calculated diffraction patterns ob- 
tained as the Fourier transform of electron mi- 
croscopy images, where the (0,0) reflection always 
comes in the exact center of the diffraction pat- 
tern. As a consequence, the ED lattice is not 
determined only by the two lattice vectors, but 
also the position of the center of the (0,0) reflec- 
tion must be refined. The accuracy of the lattice 
refinement should be such that the predicted 

Fig. 4. (a) The ED pattern from fig. la displayed by ELD. In the lower left an inset shows a small enlarged area (16 × 16 pixels) of 
the image around the cursor position. It can be seen that the reflections are blurred, but not overlapping. In the upper left a 9 × 9 
pixel area around the cursor position is shown in digital form. The rapid decline of the very strong (10,0) reflection about four 
pixels away from its center is demonstrated by these numbers. (b) One of the four quadrants used for evaluating a film with longer 
exposure time (fig. lb), having measurable reflections to very high resolution. Notice that there is no need for having the (0,0) 

reflection in the center. Three good reflections are chosen and indexed. 
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peak  positions agree with the experimental  posi- 
tions with an error  of  no more  than about  2% of 
the distance between the lattice points. In a typi- 
cal case where  the lattice parameters  are 10 pix- 
els, this means  that  the predicted peak  posit ion 
must be correct  to within 0.2 pixels. The  proce-  
dure used for the lattice ref inement  is as follows. 

The  user selects three good reflections, points 
at each of  them with the mouse  and gives their 
(h,k) indices (fig. 4). The  criteria for good reflec- 
tions are: (1) The  peak should be strong (with the 
maximum between 0.3 and 0.9 times the overflow 
level) and sharp, but  not so strong that  any pixels 
reach the overflow level. The  overflow level is 
defined as 90% of the highest pixel value in the 
frame. (2) The  signal-to-noise ratio should be 
sufficiently high. (3) The  averaged background  
level must be > 5 in order  to avoid CCD camera  
readings under  zero which will be set to 0. (4) 
There  should be no very strong neighbours to the 
reflections. 

The  compute r  p rogram first finds more  exact 
(x,y) coordinates  of  the three selected peaks, by 
estimating where  the center  of  gravity of  each 
peak is. The  center  of  a peak  in general  does not 

fall exactly on an integer pixel, but  somewhere  in 
between.  See for example the reflection (10,0) 
marked with a cross and enlarged in fig. 5a, with 
a center  at coordinates  (98.48, 1.63). Usually the 
shapes of  the reflections follow a Gaussian distri- 
bution, and then it is quite straightforward to find 
the center  of  gravity. 

F rom each of  the three reflections we obtain 
two equat ions of  the type: 

HiAx + KiBx + Origx  =xi, 

HiAy + KiBY + Origy  =Yi, 

where i = 1, 2 or 3, (Hi,K i) is the index of  the ith 
reflection, (Ax, Ay)  is the lattice vector of  the 
(1,0) reflection and (Bx, By) the (0,1)vector,  Or igx  
and Or igy  are the (x ,y )  coordinates  of  the (0,0) 
reflection and (xi,y i) are the ( x , y )  coordinates  of  
the reflection (Hi,Ki). 

From the resulting system of equat ions with 6 
unknowns and 6 equations, both the position of  
the (0,0) reflection and the a*  and b* lattice 
vectors are estimated. In order  to fur ther  in- 
crease the accuracy of  this estimate, E L D  searches 
throughout  the entire diffraction pat tern  for find- 

Fig. 5. The reciprocal lattice vectors a* and b* and the coordinates for the (0,0) reflection have been refined. Only reflections with 
good quality (neither too strong nor too weak and without too strong neighbours) are used for refining the lattice parameters and 
the (0,0) reflection'. These reflections have been marked with a plus (+) in the first refinement cycle, and with a ring (o) in the 
second cycle. (a) Film with short exposure time from fig. 4a. Enlarged (10,0). (b) Films with long exposure time from fig. 4b. The 
different unit cell vectors in (a) and (b) are caused by slightly different magnifcations during the digitization. The deviations from 
perfect four-fold symmetry in the unit cell dimensions (b* being 2.3% longer than a*, gamma* not 90 °) are caused by 

non-uniform magnification in the electron microscope. 
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ing all reflections ( H , K )  that lie near  the lattice 
H(Ax, Ay) + K(Bx, By) and pass the above men- 
tioned quality criteria, and from the center of 
gravity of each of these (often some 20 to 200 
reflections) makes a least-squares refinement of 
the 6 parameters.  Two cycles of refinement are 
performed (fig. 5). As a result the coordinates of  
the (0,0) reflection and the lattice vectors are 
obtained with an accuracy of around 0.01 pixels, 
as required. 

5. Extracting electron diffraction intensities 

The procedure for extracting intensities from 
ED patterns (fig. 6) is quite different from that 
used for extracting the amplitudes of peaks in the 
Fourier transform of EM images [11]. In the 
Fourier transforms of EM images, all peaks in all 
samples have the shape of a sinc function (sinx/x)  
(convoluted with the lattice disorder). In electron 
diffraction the size and shape of the peaks are 
determined by the camera length and the convo- 
lution of the illuminated crystal area and the 
shape of the beam. 

One problem with blurring the diffraction pat- 
tern is that adjacent reflections may overlap. Thus 
there will be an opt imum defocus value for each 

crystal. This value can be expressed as the ratio 
between the half-width of the peaks and the 
shortest reciprocal lattice vector. The half-width 
of a reflection is defined as the diameter  (in 
pixels) at which the intensity is down to half the 
value at the center of the peak (after subtracting 
the background from all values). We have con- 
cluded that the opt imum defocus is where the 
half-width of the reflections is near  1 /3  of the 
smallest reciprocal lattice vector. 

Since the amount of defocus and magnification 
will vary from one ED pattern to another, it is 
necessary to estimate the peak size individually 
for each film. This is done as follows. Only good 
reflections are used for this analysis. The criteria 
for good reflections are the same as those de- 
scribed earlier in the lattice refinement section. 
For each of the accepted reflections, ELD counts 
how many pixels have intensities higher than 0.5 
times its maximum intensity (after subtracting the 
background from all values). This number  is called 
the peak  size. An overall peak size is calculated 
by taking the average of all the individual values. 
The sizes of all individual diffraction peaks are all 
close to the average size. No tendency of differ- 
ence in peak size was found between low and 
high resolution peaks, or between stronger and 
weaker peaks. In fact the average peak sizes 

Fig. 6. The ED intensities are extracted by ELD. (a) Intensities are integrated inside a circle at the center of each box, while the 
background is estimated from the four comers of the box. (b) With the (0,0) reflection in the corner (pixel position (113, 110) 

marked with a cross) it is possible to extract data out to 1 .~ resolution. 
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obtained were the same (to within 5%) for all the 
films taken on the same crystal, in spite of the 
wide range of exposure times from 0.5 to 16 s. 

In order to obtain accurate intensities it is 
desirable to integrate over the whole diffraction 
peak. This comes into conflict with the risk of 
running into the tails of adjacent reflections. Also 
the inclusion of pixels which are very weak com- 
pared to the center of the peak is pointless, since 
such pixels will contribute more noise than signal. 
We have chosen to integrate the peaks within a 
circle with a diameter  of 1.5 times the half-width 
as defined above. ELD automatically checks that 
this value (called the extract radius) is not too big 
in relation to the lattice dimensions. The extract 
radius is never allowed to surpass half the small- 
est reciprocal lattice dimension. The integration 
of the peaks is done within a circular area around 
the predicted peak position, using a non-integer 
extract radius. 

Background corrections are done individually 
for each reflection ( H , K )  by measuring the in- 
tensity in the four 3 x 3 boxes situated exactly 
half-way between it and its four neighbours 
( H -  1 , K -  1), ( H -  1,K + 1), ( H  + 1 , K -  1) and 
( H  + 1,K + 1). The averaged background value is 
subtracted from each of the pixels used in inte- 
grating the peak. The list of reflections can be 
edited at any stage; for example it is possible to 
delete the reflections hidden by the beam stop. 

The complete ED data for one structure is 
collected on several films and each film may have 
been extracted as several frames. All this data 
has to be scaled and merged together into one 
single ED data file. First the different frames 
from each ED pat tern are merged, and then the 
different films are merged. 

The first film scanned was the one with longest 
exposure time (fig. lb). On this film the weak 
high-resolution (1-2  A resolution) reflections 
could be seen and measured,  but the lower-reso- 
lution reflections ( >  2 ~, resolution) drowned in 
the high background of inelastically scattered 
electrons near the direct beam. On the second 
film, taken with shorter exposure time, many of 
the stronger high-resolution reflections could still 
be measured with acceptable accuracy, and these 
reflections were used to scale the first two films 

together. Several reflections were over-saturated 
on the first film but could be measured on the 
second film. This procedure was repeated with 
the following films of decreasing exposure time 
until all the diffraction spots had been measured. 

In the final file with data merged from all 
films, the individual measurements  of symmetry- 
related reflections are kept. This data can be 
used for example to analyze the symmetry of the 
crystal, and to evaluate the quality of the intensity 
data. It can also be used for other purposes, for 
example for refining the crystal orientation, but 
this option is not yet implemented into ELD. 

6. Evaluation of the quality of the intensity data 

The usefulness of the quantitative ED data 
depends on the number  of reflections and their 
quality. The number  of reflections depends on 
the resolution of the diffraction pattern. If  a 
cut-off is made where the average reflection in- 
tensity is equal to the background, then the reso- 
lution is typically around 1.0 A for inorganic 
compounds. An ED pattern with 1.0 A resolution 
contains 6.25 times more reflections than an 
H R E M  image with 2.5 ,~ resolution and in addi- 
tion to this the ED data might be better, as 
judged from several criteria. 

The total data available is the full 3D data set. 
A single ED pattern taken along the shortest unit 
cell axis contains a substantial part  of the full 3D 
data set, but far from all the data. An ED pattern 
taken along a 4 ]k axis contains only about 1 /3  of 
all the unique 3D reflections. 

The question of the quality of the measured 
diffraction points can be divided into two parts. 
First, how well do the recorded ED patterns 
represent what we want to measure? A recorded 
ED pattern is a true representation of the elec- 
trons scattered from the sample with its structure, 
thickness, degree of disorder etc. If  the aim is to 
make a traditional single-crystal structure deter- 
mination, we want to obtain structure factor am- 
plitudes. Then the sample should be as thin as 
possible in order to avoid multiple diffraction. It 
should also be free from defects and perfectly 
aligned. Some minor misalignment can be toler- 
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ated since it will be compensated for to some 
extent when the symmetry-related reflections are 
averaged. If the aim of the investigation is to 
evaluate multiple scattering in a quantitative way, 
the ED patterns from several areas of different 
but known thicknesses should be analyzed. 

Secondly we have the question about how well 
the recorded ED intensities are being measured. 
The first criterion for this, the reproducibility, 
was tested in the following way. One ED pattern 
was digitized twice, using different magnifica- 
tions, different settings of the CCD camera and 
different orientations of the negative in relation 
to the CCD camera. For the low-resolution part 
of K 2 0  • 7Nb205 as seen in fig. 6a, a total of 426 
reflections were measured on both frames. After 
scaling the two data sets together they had an 
R-value of 4.2%. The R-value is calculated as 

( I n t ( a )  - I n t ( b ) ) / •  ( In t ( a )  + I n t ( b ) ) ,  

where Int(a) and Int(b) denote the intensities for 
a reflection measured on both frames a and b. 
This shows that the reproducibility of extracting 
intensities by ELD is very high. Notice that the 
R-values are calculated for intensities rather than 
for amplitudes (F-values) as is normally done in 
X-ray crystallography. If the R-values were based 
on amplitudes they would have been about half 
the values mentioned above. 

Intensities of the reflections which were meas- 
urable on two consecutive films with different 
exposure times were compared after scaling the 
two films together. The Rmerg e obtained de- 
pended on several factors. The stronger reflec- 
tions always had lower Rmerg e values than the 
weaker ones. There  was no clear tendency when 
the reflections were sorted according to resolu- 
tion - sometimes the low-resolution reflections 
merged better, but in other cases the high-resolu- 
tion reflections had the lowest Rmerg e value. For 
two films recorded with 11 and 16 s exposure 
times, an Rmerg e of 9.0% was obtained for all 742 
common reflections. When the data set from a 
film exposed only 2.8 s was merged with the two 
films above, 320 common reflections had an 
Rmerg e of 19.9%. Finally a film exposed 0.5 s was 
merged with the three films mentioned, and 289 

common reflections had a n  Rmerg e of only 7.9%. 
All the numbers above refer to merging intensity 
data from the same crystal in the same orienta- 
tion, before averaging symmetry-related reflec- 
tions. 

Another  measure of the quality is the Rsym, 
defined as 

Y'~ ( I ( I n t ( h , k )  ) - In t (h  i ,k  i) I)/Y'~ I n t ( h , k ) ,  

where ( In t (h ,k) )  is the average value of all the i 
individual symmetry-related reflections, and the 
summation is done over all reflections. In the 
(hkO) projection of a crystal with P4bm symmetry 
all reflections occur 8 times, except the axial 
((h00) and (0k0)), and diagonal reflections ((hhO) 
and (hh0)), which occur 4 times. The Rsy m de- 
pends mainly on the accuracy of the crystal align- 
ment, and it is a very sensitive measure of mis- 
alignment. For the crystal shown in fig. 1, which 
is quite well aligned, the Rsy m is still as high as 
20.0% for 2172 measured reflections (315 unique 
reflections) between 9.0 and 1.0 ,~ resolution. As 
a result the estimated standard deviation of the 
intensities of averaged unique reflections is 7.6% 
(20.0%/~/g - 1 ). 

When the reflections were sorted into differ- 
ent resolution ranges the following Rsy m values 
were obtained: 19.1% for 688 low-resolution re- 
flections (9-3.1 ,~), 20.8% for 765 medium-reso- 
lution reflections (3.1-2.2 ,~) and 25.3% for 719 
high-resolution reflections (2.2-1.0 ,~). 

The reflections were also sorted into different 
intensity ranges. The 506 strongest reflections 
had an Rsy m of 16.9%, the 389 reflections of 
intermediate intensity 24.7% and the weakest 
1277 reflections had an R ~  of 31.9%. 

Finally we compared the electron diffraction 
amplitudes, obtained by taking the square-root of 
the ED intensities of our structure, with the 
F-values (i.e. amplitudes) obtained by X-ray 
diffraction from the isomorphous but not identi- 
cal compound [12] with TI atoms instead of K 
atoms as in our structure. Since the main frame- 
work of niobium and oxygen atoms are similar 
not to say identical in the two structures, we 
thought such a comparison could be relevant. 
The R-value was 43% for 229 unique reflections 
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(in the resolution change 3.0-1.0 ~,) common to 
both structure determinations. The differences 
between these two data sets are due to several 
factors; the two structures are not identical, one 
data set is from X-ray scattering and the other is 
from electron scattering, and finally the experi- 
mental  errors of the amplitudes obtained by X-ray 
and electron diffraction. 

A qualitative way of evaluating the quality of 
the ED data is to replace the amplitudes ob- 
tained from the Fourier transform of an image of 
the K z O . 7 N b 2 0 5  crystal, with the ED ampli- 
tudes, while keeping the phases from the image. 
How do the resulting density maps compare? As 
is seen from fig. 7 the density maps are quite 
similar. If  these two maps are superimposed all 
the 8 unique niobium atoms coincide. The main 
differences are that the Nb atoms are sharper 
and that the K atoms, situated in the 6- and 
7-fold tunnels, show up more clearly when ED 
data is used. 

A quantitative comparison of amplitudes from 
ED patterns and from images was done. The 
R-value for 68 unique reflections common to the 
two data sets in the resolution range 6.5-3.0 ,~ 
was 22.1%. 

The amplitudes from the image goes to zero at 
about 2.5 A resolution in the image, while the 
ED data are visible all the way out to 1.0 ,~. This 
could be expressed as a temperature  factor, which 

is then very much higher for the image than for 
the ED data. Tempera ture  factor analysis has not 
yet been implemented in ELD. 

7. Discussion 

Structure determination by crystallographic 
techniques consists of two distinct parts, solving 
and refining the structure. For solving a structure 
relatively few reflections are needed (about 5 
reflections per non-hydrogen atom), while for the 
refinement as many as 50 to 100 reflections per 
atom is desirable. In order to solve a structure 
the phases need to be known, and this constitutes 
the well known phase problem in X-ray crystal- 
lography, since the phases are lost in diffraction 
patterns. In X-ray crystallography it is therefore 
necessary to estimate the phases in other ways, 
for example by Patterson techniques or by the 
so-called direct methods [13]. In electron mi- 
croscopy the phases are experimentally available, 
since the diffracted beams are focused into an 
image. In a previous paper  [11] we described the 
program system CRISP which can be used for 
determining the phases from H R E M  images, and 
solving crystal structures. 

The refinement step is very different from 
solving a structure. A structure is solved when all 
the atoms, or at least the most strongly scattering 

Fig. 7. Density maps of K20-7Nb205 both produced with the same phases obtained from the Fourier transform of an HREM 
image of K20"7Nb20 s using CRISP, but with different sets of amplitudes. (a) Amplitudes from an HREM image of K20-7Nb205. 
(b) Amplitudes from electron diffraction obtained by ELD. When the density maps of figures (a) and (b) are superimposed, the 

atoms fall exactly on top of each other. The atoms are sharper in (b). 
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atoms, are found with a positional error of less 
than about 0.1-0.2 ,~. The calculated Fourier 
transform of a model gives both amplitudes and 
phases. If the structure is essentially correctly 
solved, the phases of most reflections to 1 ,~ are 
known. The structure can then be refined by 
adjusting the ( x , y )  coordinates in order to mini- 
mize the difference between observed and calcu- 
lated F-values (amplitudes). 

The program system ELD is intended for pro- 
viding experimental data for the second step of a 
crystal structure determination, the refinement. 
We have shown here that it is possible to extract 
intensities from electron diffraction patterns of a 
thin 3D crystal of a metal oxide with an accuracy 
comparable to that of X-ray diffraction patterns 
recorded on film, although not yet comparable to 
the accuracy of X-ray diffractometer data, which 
can be collected with extreme accuracy with Rsy m 
below 1%. 

The problems involved in obtaining good ED 
data are quite different for proteins, organic and 
inorganic crystals. For proteins [9,10] the main 
problem is radiation sensitivity, with the addi- 
tional difficulties caused by bent crystals and the 
weak scattering due to light atoms and very large 
unit cells (>  50 A). Inorganic crystals can with- 
stand electron radiation millions of times better 
than proteins, but there is the additional problem 
of multiple scattering. Inorganic crystals diffract 
to higher resolution than proteins, for several 
reasons; a 3D crystal is more rigid than a 2D 
crystal, the smaller unit cell dimensions and 
higher atomic numbers both contribute to 
stronger diffraction, and finally the low radiation 
sensitivity makes it possible to expose the inor- 
ganic crystals for longer times, thereby bringing 
up the weak high-resolution reflections. The total 
number of reflections to 1.0 A in the (hkO) plane 
of K 2 0 - 7 N b 2 0 5  is comparable to that of the 

o 

protein bacteriorhodopsin. Data to 1 A resolution 
of KgO. 7Nb205  with a unit cell dimension of 
27.5 A extends to 27 diffraction orders, while the 
data to 2.7 A resolution of bacteriorhodopsin [10] 
with a unit cell of 62.5 A in the p3 form goes to 
23 diffraction orders. 

When ED data is to be used for refinement of 
structures, it should be noted that the relative 

scattering factors for X-rays and electrons are 
different, and that in general the difference in 
scattering power between atoms with low and 
high atomic numbers is smaller in electron 
diffraction than in X-ray diffraction. 

The curvature of the Ewald sphere is one of 
the factors limiting the data that can be collected 
in a single ED pattern. With 200 keV electrons 
the Ewald sphere is flat enough to allow data to 
1.0 .~ to be collected. In the present version of 
ELD no correction for the curvature of the Ewald 
sphere is done. 

Cooled slow-scan CCD cameras have a much 
better linearity, with some 4000 grey levels, but 
they are also at least ten times more expensive 
than the standard room-temperature CCD cam- 
era we used here. 

8. Conclusions 

Electron crystallography may in the future be- 
come a very important tool for solving crystal 
structures from extremely small crystals. In order 
to bring electron crystallography up to the level 
of X-ray crystallography, it is necessary to have 
methods both for solving unknown complicated 
structures and for refining and confirming the 
structure models obtained from HREM. This can 
be done by quantitatively comparing the experi- 
mental electron diffraction intensities with those 
calculated from the model. The computer pro- 
gram system ELD, described here, is designed to 
measure high-resolution ED data with high accu- 
racy, using relatively cheap and easily accessible 
instrumentation. The ELD software is available 
from the authors. 
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