Three-dimensional reconstruction of the $\nu$-AlCrFe phase by electron crystallography
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1. Introduction

Electron crystallography is a powerful method for solving structures of crystals with submicrometre sizes, which are too small for X-ray crystallography. One of the main advantages of electron crystallography over X-ray crystallography is that the phases of crystallographic structure factors can be obtained directly from HREM images, when the crystal is thin enough to nearly satisfy kinematic approximation. A rapidly increasing number of inorganic crystal structures, including minerals, oxides and metal clusters, have been solved by electron crystallography during the last ten years (Weirich, 2000). In most cases, the structures were solved from high-resolution transmission-electron-microscopy (HREM) images and selected-area electron diffraction patterns from 13 different zone axes were combined to give a 3D potential map. 124 out of 129 unique atoms were found in the 3D map. Procedures for ab initio structure determination by 3D reconstruction are given. It is demonstrated that 3D reconstruction from HREM images is very powerful for solving structures – even very complicated ones. There is no limit in terms of the number of unique atoms in a structure that can be solved by 3D reconstruction.

The three-dimensional (3D) structure of the huge quasicrystal approximant $\nu$-AlFeCr (space group $P6_3/m$, $a = 40.687$ and $c = 12.546\, \text{Å}$) was solved by electron crystallography. High-resolution transmission-electron-microscopy (HREM) images and selected-area electron diffraction patterns from 13 different zone axes were collected to provide a complete 3D potential map. 124 out of 129 unique atoms were found in the 3D map. Procedures for ab initio structure determination by 3D reconstruction are given. It is demonstrated that 3D reconstruction from HREM images is very powerful for solving structures – even very complicated ones. There is no limit in terms of the number of unique atoms in a structure that can be solved by 3D reconstruction.

way to solve such structures is to collect electron diffraction patterns from different zone axes of the crystal to get an essentially complete 3D electron diffraction data set. Direct methods or the Patterson method can then be applied to phase the data, similar to what is done in X-ray diffraction (Gjønnes et al., 1998; Wagner et al., 1999; Gemmi et al., 2000).

As a structure becomes more complex and the number of unique atoms increases, phases derived by direct methods become less reliable, especially when the electron diffraction data deviate from the kinematical approximation because of dynamic effects. HREM combined with crystallographic image processing provides a unique method for determining such structures. HREM images from a number of projections along different zone axes may be combined into a 3D potential map, as demonstrated by Wenk et al. (1992) on the mineral staurolite. Wenk et al. took HREM images to a resolution of 1.38 Å from five different zone axes using an ultra-high-voltage electron microscope (800 kV). All the 16 unique atomic positions including oxygen were resolved in the 3D map reconstructed from the five projections with 59 unique reflections. However, that work was not an ab initio structure determination since the structure model obtained by X-ray diffraction was used for determining the common origin and for scaling the amplitudes from different projections.

In order to develop a general procedure of 3D reconstruction by electron crystallography and to see if there is any limit of structure complexity using this method, we applied the 3D reconstruction technique to a very complex structure – the quasicrystal approximant $\nu$-Al$_{80.61}$Fe$_{10.71}$Si$_{6.68}$. The crystal is hexagonal (space group $P6_3/m$) with very large lattice parameters, $a = 40.687$ and $c = 12.546\, \text{Å}$. Recently, single-crystal
X-ray diffraction data were obtained from very small needle-like crystals. Owing to the complexity of the structure, it was not possible to solve it by Patterson or direct methods. Fortunately, \( \alpha\text{-Al}_{80.61}\text{Cr}_{10.71}\text{Fe}_{8.68} \) was found to be related to two other known compounds, \( \kappa\text{-Al}_{76}\text{Cr}_{18}\text{Ni}_{6} \) (Sato et al., 1997; Li et al., 1997; Marsh, 1998) and \( \lambda\text{-Al}_{4}\text{Mn} \) (Kreiner & Franzen, 1997), so a partial structure model could be deduced from them. A complete structure model was obtained from the Fourier map and finally refined (Mo et al., 2000). There are 131 unique atomic sites and in total about 1184 atoms in the unit cell.

The present investigation was undertaken in order to see if an unknown inorganic structure of this complexity could be solved \textit{ab initio} by 3D electron crystallography, \textit{i.e.} without using any prior knowledge from the structurally related compounds. For this purpose, the structure data from Mo et al. (2000) were not used through the whole procedure, except for the comparison of final results.

2. Data collection

Samples for electron-microscopy observation were thin films prepared from ingots with nominal composition \( \text{Al}_{12}\text{Fe}_{2}\text{Cr} \) by slicing, grinding and ion-beam thinning. In this way, it was possible to obtain crystals with large thin areas.

HREM images and electron diffraction (ED) patterns of the \( \nu\text{-AlCrFe} \) crystals were collected on JEOL 3010 (point resolution 1.7 Å) and JEOL 4000 EX (point resolution 1.6 Å) electron microscopes at 300 and 400 kV, respectively. Since the tilt range of these microscopes is very limited (±15°), it is only possible to collect data from one or a few of all the zone axes that are needed for 3D reconstruction from each crystallite. In order to determine which zone axes should be chosen for collecting HREM images, a nearly complete 3D electron diffraction data set was collected (Fig. 1).

Three tilt series of ED patterns, tilted along the (\( h00 \)), (00\( l \)) and (2\( h0-\ h00 \)) axes, were collected on a JEOL 2000FX electron microscope, which allows a specimen tilt of ±45°. From these tilt series, 13 zone axes that contained strong and/or many reflections were chosen for 3D reconstruction: [001], [010], [011], [012], [013], [021], [023], [120], [121], [122], [241] and [5, 18, 0]. For each of the 13 zone axes, through-focus series with three to five HREM images were recorded on film at 500,000 magnification. In order to minimize dynamic effects, only the thinnest edges of the crystals were selected for further processing. The corresponding ED patterns were also
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**Figure 1**

Some of the ED patterns used for sampling the reciprocal space of the \( \nu\text{-AlCrFe} \) phase. The corresponding zone axes and tilt angles from the [001] and [010] zone axes are given.
recorded, as exposure series using 1, 2, 4, 8, 16, 32, 64, 128 and 180 s. The number of ED patterns needed in an exposure series depends on the intensity difference between the strongest and the weakest reflections.

3. Digitization of HREM images and ED patterns

Negatives of HREM images were digitized at 0.6 Å per pixel on a light box by an 8-bit CCD camera (MTI CCD 72) and a SHARK frame grabber using the program CRISP (Hovmöller, 1992). Preliminary examinations with Fourier transformations were conducted to assess the general quality, i.e. crystallinity, resolution, defocus, astigmatism and so on.

Since the intensity difference between strong and weak spots in an ED pattern is very large, negatives of ED patterns were digitized with a 12-bit slow-scan CCD camera Kite (Calidris, 2000a), which has a dynamic range of more than 2.5 optical density units. The data were first corrected for the response of each of the 1280 by 1024 individual pixels of the CCD camera and then converted from transmission to optical density values in the following way. For each exposure series, a black image \(I_b\) with the lens covered by the lens cap was taken in order to measure the dark current of each pixel in the CCD camera. A white image \(I_w\) with the direct light from the light box was taken to measure response for transmitted light. The dark image was subtracted both from each digitized ED pattern \(I_{ED}\) and from the white image, using the image calculator function in CRISP. Finally, the ED pattern is converted from transmission to optical density units \(I_{OD}\) by logarithmation

\[
I_{OD}(xy) = \log \frac{I_w(xy) - I_b(xy)}{I_{ED}(xy) - I_b(xy)}
\]

\(I_{OD}(xy)\) is scaled to fit to 0–255 grey scale (8 bit).

Intensities of all reflections for each thus corrected negative were extracted by the program ELD (Zou et al., 1993). To make sure that the intensities were within the usable range of the CCD camera, intensities of the strongest reflections were

\[\text{Figure 2}\]

(a), (b) HREM images of the [001] zone axis taken at two different defocus values and their corresponding Fourier transforms [(c) from (a) and (d) from (b)]. The 12 very strong reflections are all at about 2.1 Å resolution. One dark ring in (c) and two dark rings in (d) are seen. These correspond to the zero crossovers of the contrast transfer function (CTF). Both images are astigmatic, since the dark rings are elliptical. The crystal in (a) is more misaligned than that in (b) so the image in (a) is more smeared out in the direction perpendicular to the tilt axis [indicated in (a)].
only extracted from the negatives with the shortest exposure times, while intensities of the weakest reflections were obtained only from those with longer exposure times. Data sets from negatives with different exposure times were merged, using the program Triple (Calidris, 2000b). The scale factors were calculated by comparing the intensities of the common reflections (typically over 100 per pair of negatives). All $R_{\text{merge}}$ values for pairs of films, differing in exposure time, were less than 8% for all orientations.

### 4.2D image processing

Before performing 3D reconstruction, HREM images from each zone axis were studied by crystallographic image processing using CRISP. First, a Fourier transform (FT) was calculated for each image and the quality of the image was judged from the resolution, thickness and alignment of the crystal. The defocus and astigmatism values were estimated from the contrast transfer function (CTF) that could be seen...
from the FT of the amorphous region of the crystal. Two images of the highest quality for each zone axis were selected for further processing. Here the [001] zone axis is used as an example to demonstrate the steps of 2D image processing to obtain amplitudes and phases of the crystallographic structure factors for each zone axis.

Two HREM images of the [001] zone axis taken at different defocus values; image 1 (Fig. 2a) and image 2 (Fig. 2b) were used for image processing. For each image, a Fourier transform was calculated from the thinnest part of the crystal (Fig. 2c for image 1 and Fig. 2d for image 2).

4.1. Determination of the defocus and astigmatism

Since the area selected was from the thinnest part of the crystal, it could be considered as a weak phase object. For a weak phase object, the Fourier transform of the image \( I(u) \) is related to the Fourier transform of the projected potential \( \Phi(u) \) by

\[
I(u) = D(u) \sin \chi(u) \Phi(u),
\]

where \( D(u) \sin \chi(u) \) is the contrast transfer function (CTF), \( D(u) \) is the damping function of the CTF and

\[
\chi(u) = \pi e \lambda u^2 + (\pi C_s \lambda u^4)/2,
\]

where \( e \) is the defocus value, \( C_s \) is the spherical aberration constant and \( \lambda \) the wavelength.

The amplitudes of the Fourier transform \( I(u) \) are zero where \( \sin \chi(u) = 0 \), i.e. no information at these positions in reciprocal space are transferred to the image. These positions are zero crossover(s) of the CTF. The defocus value(s) can be estimated from the position(s) \( u \) of the CTF crossover, and \( C_s \) and \( \lambda \) (Zou et al., 1996).

In the Fourier transform of image 1 (Fig. 2c), one dark ring is seen at the \( d \) value 3.1 Å, marking the zero crossover of the CTF. The position of the dark ring (marked with a red circle in Fig. 3a) was very clear when a large amorphous region was included. The defocus value was estimated to be about \(-700 \) Å, with an astigmatism of \( \pm 57 \) Å (Fig. 3a). The corresponding CTFs in the two perpendicular directions are shown in Fig. 3(c). The Fourier transform of image 1 (Fig. 2c) did not show perfect sixfold symmetry, owing to a slight crystal misalignment. The CTF for image 2 was determined in a similar way from the two dark rings at \( d \) values about 4 and 2.5 Å (marked with red circles in Fig. 3b). The defocus value was estimated to be \(-932 \) Å, with an astigmatism of \( \pm 65 \) Å.
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The defocus and astigmatism values in each HREM image were estimated from the dark rings in the Fourier transform using an elliptical approximation by CRISP. The left column is from the HREM image in Fig. 2(a) and the right column from Fig. 2(b). (a), (b) The innermost dark ring was fitted by an elliptic ring (marked by red) with the minor and major axes along \( u \) and \( v \), respectively. The corresponding defocus values along \( u \) and \( v \), as well as the rotating angle of the minor axis \( u \) from the horizontal axis \( x \) are \(-757 \) Å, \(-642 \) Å and 7.3°, respectively for (a) and \(-997 \) Å, \(-867 \) Å and 76.5°, respectively for (b). (c), (d) The corresponding CTF curves along the \( u \) (in red) and \( v \) (in blue) directions for (a) and (b), respectively. The CTF correction was carried out by shifting the phases of those reflections that lie at the negative CTF by 180°.
4.2. Compensation for the defocus and astigmatism

Once the CTF is determined, the Fourier transform of the projected potential $\Phi(u)$ can be retrieved by

$$\Phi(u) = \frac{I(u)}{D(u)\sin \chi(u)}.$$ 

This method applies for both crystalline and non-crystalline samples. At those regions in the Fourier transform where the CTF is positive, $\Phi(u)$ and $I(u)$ have the same phases while, at those regions where the CTF is negative, the phases of $\Phi(u)$ are shifted by 180° by the CTF compared with the phase of $I(u)$. We compensated for the effect of the CTF by adding 180° to the phases at those regions where the CTF is negative. Since the amplitudes of $\Phi(u)$ are obtained by dividing the amplitudes of $I(u)$ by the CTF, this correction is very sensitive to the accuracy of the CTF determination and to the extent of the validity of the weak-phase-object approximation, especially when the CTF is close to the zero crossovers. We found that the final results (projected potential maps) often became worse when the amplitudes were also compensated for the effects of the CTF. Thus, we only compensated the phases for the effects of the CTF. The amplitudes for all the reflections were taken from the corresponding electron diffraction patterns, which are not affected by the CTF.

4.3. Lattice refinement and extracting amplitudes and phases

After the phases of the Fourier transform were compensated for the effects of the CTF, the 2D reciprocal

---

**Figure 4**
Projected potential maps of the $\nu$ phase at various stages of image processing. (a), (b) Only lattice averaging of the original images. (c), (d) After imposing the $p6$ symmetry. (e), (f) After correction of CTF and imposing the $p6$ symmetry. Left column from image 1, right column from image 2.
lattice was determined and refined using all the diffraction spots in the Fourier transform. The amplitude of each reflection was extracted by integrating a $3 \times 3$ pixel area around the reflection (with the background subtracted) and the phase was taken from the refined position of the reflection in the Fourier transform, as described by Hovmöller (1992).

4.4. Symmetry determination and origin refinement

The 2D symmetry for each projection can be determined by analysing the phase values. For different symmetries, the phase relations between symmetry-related reflections are different. When the projection is centrosymmetric, the phases are restricted to 0 or $180^\circ$. Since phases are not absolute values.

Figure 5

Image processing of four different zone axes [010], [120], [011] and [012]. Column (a): ED patterns of the corresponding zone axes. Column (b): lattice averaged maps of the original images. Column (c): the final projected potential maps using amplitudes from ED patterns and phases from images after CTF correction and imposing the symmetry.
but relative to an origin, the phase restriction and phase relations are only valid when the origin is on the specific symmetry element of the respective 2D symmetry, as given in International Tables for Crystallography (1983), Volume A. For each 2D symmetry, CRISP searches for the best origin at which the experimental phases deviate least from the ideal phase relations and phase restrictions. The average phase error ($\phi_{Res}$) is calculated. The 2D symmetry of the projection can be determined by comparing the phase errors of different symmetries.

In the case of the [001] zone axis, the projection symmetry is $p6$. In $p6$, the origin should coincide with the sixfold axis. All phases should be 0 or 180° and the symmetry-related reflections should have the same phases:

$$\phi(hk0) = \phi(k, -h - k, 0) = \phi(h + k, -k, 0).$$

These phase restrictions and phase relations were imposed on the experimental phases by setting first the symmetry-related reflections with highest ED amplitudes are listed in Table 1.

The symmetry was also imposed on the amplitudes by averaging the amplitudes of the symmetry-related reflections. This step will eliminate most of the effects of crystal tilt.

### 4.5. Projected potential map

Different maps were calculated by inverse Fourier transformation of the amplitudes and phases of all reflections at different stages of image processing. Lattice averaged maps were obtained from the amplitudes and phases directly as extracted from the images, before the CTF correction and imposing the symmetry.

The lattice averaged maps from image 1 and image 2 are very different (Figs. 4a and b). One of the reasons is crystal tilt. When a crystal is tilted, black and white dots in the image/lattice averaged map are smeared out in the direction perpendicular to the tilt axis. Consequently, amplitudes especially of those reflections further away from the tilt axis in the Fourier transform are dampened (Zou, 1995). From both the images/lattice averaged maps and the Fourier transforms, it is obvious that image 1 suffers more crystal tilt than image 2 (Fig. 1 and Figs. 4a, b). However, phases are not affected by a slight crystal tilt, as can be seen from Table 1.

The effects of crystal tilt are largely compensated for by imposing the symmetry on the amplitudes and phases (Hovmöller & Zou, 1999). After imposing the $p6$ symmetry, both maps obtained from images 1 and 2 show well resolved dots (Figs. 4c and d). However, the map from image 1 (Fig. 4c) shows white dots while the map from image 2 shows black dots (Fig. 4d). This is because the images were taken at different defocus conditions. When the CTF is also compensated for, by adding 180° to the phases of those reflections that are at the negative CTF, the maps from image 1 (Fig. 4e) and image 2 (Fig. 4f) become very similar, and these are the final projected potential maps. Since white contrast corresponds to high projected potential in the crystal, white dots in the map correspond to atom rows in the projections. The white dots in Fig. 4(e) are better separated than those in Fig. 4(f), indicating that the resolution is somewhat higher in the map from image 1 than that from image 2. The great similarity of the projected potential maps reconstructed from HREM images of two different crystals taken at quite different conditions demonstrates the power of image processing. The amplitudes and especially the phases obtained from HREM images by crystallographic image processing are reliable.

Images taken along the other 12 zone axes were processed in a similar way and amplitudes and phases of the structure factors were extracted. The results of image processing are summarized in Table 2 and Fig. 5. Three zone axes, [010], [120] and [5, 18, 0] have $p6$ symmetry while the other nine zone axes have only $p2$ symmetry. The number of unique reflections from each zone axis varied between 19 and 224. The amplitude-weighted phase residuals for data up to 1.95 Å varied between 17.9 and 30.6° for different zone axes (Table 2).

Also, the amplitudes from HREM images are modulated by the CTF. It is difficult to compensate for these effects completely, especially near the cross overs of the CTF. Furthermore, for those projections with $p2$ symmetry, crystal tilt cannot be compensated for by imposing the symmetry, since reflections have only their Friedel pairs as symmetry-related reflections. For these reasons, we used amplitudes from the ED patterns (Fig. 5) instead of the amplitudes from the HREM images. The amplitudes were calculated as the square root of the intensities extracted from the corresponding ED patterns of an exposure series.

### Table 2

Summary of the image processing of HREM images from all 13 zone axes.

<table>
<thead>
<tr>
<th>Zone axis</th>
<th>2D symmetry</th>
<th>No. of unique reflections</th>
<th>$\text{R}_{\text{sym}}$</th>
<th>$\phi_{\text{Res}}$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[001]</td>
<td>$p6$</td>
<td>216</td>
<td>27.9</td>
<td>25.3</td>
</tr>
<tr>
<td>[001]</td>
<td>$p6$</td>
<td>220</td>
<td>22.6</td>
<td>27.1</td>
</tr>
<tr>
<td>[010]</td>
<td>$pmg$</td>
<td>100</td>
<td>65.8</td>
<td>24.0</td>
</tr>
<tr>
<td>[120]</td>
<td>$pmg$</td>
<td>51</td>
<td>25.2</td>
<td>27.1</td>
</tr>
<tr>
<td>[5, 18, 0]</td>
<td>$pmg$</td>
<td>39</td>
<td>43.4</td>
<td>25.8</td>
</tr>
<tr>
<td>[011]</td>
<td>$p2$</td>
<td>224</td>
<td>-</td>
<td>25.5</td>
</tr>
<tr>
<td>[012]</td>
<td>$p2$</td>
<td>132</td>
<td>-</td>
<td>30.6</td>
</tr>
<tr>
<td>[013]</td>
<td>$p2$</td>
<td>201</td>
<td>-</td>
<td>21.5</td>
</tr>
<tr>
<td>[014]</td>
<td>$p2$</td>
<td>143</td>
<td>-</td>
<td>17.9</td>
</tr>
<tr>
<td>[021]</td>
<td>$p2$</td>
<td>129</td>
<td>-</td>
<td>28.5</td>
</tr>
<tr>
<td>[023]</td>
<td>$p2$</td>
<td>120</td>
<td>-</td>
<td>24.3</td>
</tr>
<tr>
<td>[121]</td>
<td>$p2$</td>
<td>137</td>
<td>-</td>
<td>19.8</td>
</tr>
<tr>
<td>[122]</td>
<td>$p2$</td>
<td>204</td>
<td>-</td>
<td>18.1</td>
</tr>
<tr>
<td>[241]</td>
<td>$p2$</td>
<td>52</td>
<td>-</td>
<td>20.8</td>
</tr>
</tbody>
</table>
5. 3D reconstruction

Owing to the large unit cell of \( \nu \)-AlCrFe, many atoms overlap in every projection. Images have to be combined to obtain a 3D potential map in order to resolve the individual atoms. Two important steps are needed for 3D reconstruction: converting the 2D indices into 3D indices and putting all images into a common origin.

Firstly, the 3D indices of two reflections in the Fourier transform of each image are determined from the 3D reciprocal space reconstructed from three tilt series of electron diffraction (Fig. 1). Then all reflections in the Fourier transform of the image are converted from the indices of these two reflections into 3D indices in CRISP. The corresponding symmetries are imposed on amplitudes and phases.

Since phases are related to the origin, we have to find a common origin for all the projections and shift the phases accordingly to the common origin. We choose the origin given for \( P6_3/m \) by International Tables for Crystallography (1983), Volume A. The origin is on the \( 6 \bar{3} \) axis, halfway between the mirror planes. There are two such origins in each unit cell, at \( z = 0 \) and \( z = 0.5 \).

CRISP locates the origin of the projected unit cell at the origin of the corresponding 2D plane group defined by International Tables for Crystallography (1983), Volume A. In most cases, the origin coincides with the highest symmetry element. For the projection along the [001] zone axis, the origin is unique at the sixfold axis (\( 6 \bar{3} \) axis in 3D). In projections along all other zone axes (having \( pmg \) and \( \rho 2 \) symmetry), there are four mathematically equivalent origins per unit cell; at \( (x0), (\frac{1}{2}0), (0\frac{1}{2}0) \) and \( (\frac{1}{2}\frac{1}{2}0) \), respectively. The detailed procedures are the following:

(i) The origin in 3D is fixed from the [001] and the [010] projections. The origin in the \( ab \) plane was fixed to the \( 6 \bar{3} \) axis, which is at the sixfold axis of the [001] projections. The origin along the \( c \) axis was set to the same origin determined from the [010] projection. This leaves only two possibilities for the origin of the [010] zone axis, at (00) or \( (\frac{1}{2}0) \). The final origin is determined by considering the agreement of the phases of the common reflection row \( h00 \) (\( h = 2n + 1 \)) with those already fixed in the [001] projections (the \( h00 \) reflections with even \( h \) indices are seminvariants, i.e., their phases are fixed independently of the choice of origin, so they cannot be used for fixing the origin).

(ii) The origin for each of the other [0\( vw \)] zone axes was determined in a similar way, by comparing the phases of those reflections that are common with the [001] and [010] zone axes.

(iii) The origin for each of the \([u,2u,w]\) projections was determined by comparing the phases of those reflections that
are in common with the [001] and [0vw] zone axes. For example, \(-2h, h, 0\) reflections exist in both the [121] and [001] zones. We could shift the origin until most of the common reflections had the same phases.

When the origin has been found for a projection, the phases of all reflections in this projection are shifted from the 2D origin at (00), with phase \(\phi_{\text{old}}(hk)\), onto the new common 3D origin at (xy). This results in a phase shift. The new phases \([\phi_{\text{new}}(hk)]\) are calculated using

\[
\phi_{\text{new}}(hk) = \phi_{\text{old}}(hk) + 360^\circ (hx + ky).
\]

The ED intensities obtained from each zone axis were scaled together by the program *Triple* (Calidris, 2000b) using all common reflections. The merging procedure plays an important role in the final result, since intensities of the common reflections from different zone axes are different due to dynamic effects. Unfortunately, the [001] zone, which contains more reflections than any other zone, is the one suffering most from dynamical effects. Thus we waited to the end before merging these data. We first merged reflections of all the [0vw] zone axes, using the common row of reflections \(h00\). The \(R_{\text{merge}}\) values were all in the range 11–23%. Then reflections from all the \([u,2u,w]\) zone axes were merged, using the common row \(2h,-h,0\), in the order [120], [121], [122] and [241]. The \(R_{\text{merge}}\) values (%) were 17.3, 16.6 and 19.4.

**Figure 8**
The structure model in Fig. 7 superimposed on the potential maps in Fig. 6. (a) Flat layer and (b) puckered layer. In the flat layer, only one unique peak near the origin does not correspond to atoms. In the puckered layer, one unique peak near one threefold axis at \(\{\frac{1}{2}10\}\) and five unique peaks near the other threefold axis at \(\{\frac{1}{2}\frac{1}{2}0\}\) do not correspond to atoms. Five atoms are added around the threefold axis at \(\{\frac{1}{2}10\}\) on the puckered layer and do not correspond to any peaks in (b).

**Figure 9**
Structure models of the three layers \(PFPm\) constituting half of the unit cell from (a) \(\nu\text{-AlFeCr}\) obtained by electron crystallography, (b) \(\nu\text{-AlFeCr}\) obtained by X-ray crystallography and (c) \(\lambda\text{-AlMn}\) obtained by X-ray crystallography. All the connected atoms are in the flat layers and the isolated atoms are in the puckered layers. The transition-metal atoms are in blue and Al in yellow. The six blue atoms around the origin in (b) are mixed Al/TM atoms with half occupancy each. All atoms except for some around the \(6_1\) axis and threefold axes (within the marked red circles) are located at very similar positions in (a) and (b). Also, the Al and TM assignments are the same. The main differences in the small circles for (a), (b) and (c) are the atoms on the \(6_3\) axis. One atom is found at \(z = 0.25\) in (a), two atoms with half occupancy each are found in (b), at \(z = 0.25\) and \(z = 0.110\), respectively, and one atom with 74% occupancy is found at \(z = 0.138\) in (c). Around one of the threefold axes of \(\nu\text{-AlFeCr}\) (marked by the medium-sized circles), the atomic arrangements in (a) are slightly different from those in (b), but most of those in (a) are similar to those in (c), although there is no true threefold axis at this position in (c). The largest difference between (a) and (b) is within the large circles, for which there is no corresponding atomic arrangement in \(\lambda\text{-AlMn}\) owing to its smaller unit cell.
respectively. Finally, these two data sets were merged with the [001] and [5,18,0] zone axis, in the order [001], [u,vw], [u,2u,w] and [5,18,0]. The $R_{\text{merge}}$ values (%) were 28.1, 26.6 and 24.4, respectively.

The phases derived from images were combined with the corresponding amplitudes from ED patterns and the data set of 3D structure factors was obtained. Since the phase residual increased abruptly beyond the 1.95 Å $^\circ$ resolution, and weak reflections are readily distorted by dynamic scattering, noise and optical distortions and they do not contribute very much to the final map, only the 304 strongest (of which 150 are listed in Table 3) out of 641 unique reflections to 1.95 Å $^\circ$ resolution were used for further processing. The sum of the intensities of these strongest reflections accounted for 78% of the total intensities. A 3D potential map was calculated from the amplitudes and phases of the 304 strongest reflections by 3D inverse Fourier transformation, using the 3D-Map software (Olynikov et al., 2003). The sampling of the 3D map was chosen to be 0.1 Å $^\circ$ pixel$^{-1}$ along the three main axes, sufficient to keep the 0.2 Å accuracy of atomic positions obtained from HREM with a resolution of 2 Å.

### Table 3
The 150 strongest of the total 304 structure factors with amplitudes from ED patterns and phases from images that were used for 3D reconstruction.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$k$</th>
<th>$l$</th>
<th>Amp.</th>
<th>Phase</th>
<th>$h$</th>
<th>$k$</th>
<th>$l$</th>
<th>Amp.</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>8643</td>
<td>180</td>
<td>14</td>
<td>1</td>
<td>1</td>
<td>1086</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>180</td>
<td>5</td>
<td>14</td>
<td>0</td>
<td>1079</td>
<td>180</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0</td>
<td>6452</td>
<td>12</td>
<td>0</td>
<td>1074</td>
<td>180</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>2</td>
<td>6321</td>
<td>2</td>
<td>9</td>
<td>1073</td>
<td>180</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>0</td>
<td>5917</td>
<td>12</td>
<td>6</td>
<td>1069</td>
<td>180</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5247</td>
<td>13</td>
<td>4</td>
<td>1056</td>
<td>180</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>3</td>
<td>4342</td>
<td>0</td>
<td>6</td>
<td>1049</td>
<td>180</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>3</td>
<td>3298</td>
<td>180</td>
<td>5</td>
<td>1040</td>
<td>180</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>3</td>
<td>2630</td>
<td>180</td>
<td>1</td>
<td>1017</td>
<td>180</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>7</td>
<td>2256</td>
<td>10</td>
<td>0</td>
<td>1008</td>
<td>180</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>4</td>
<td>2192</td>
<td>4</td>
<td>2</td>
<td>984</td>
<td>180</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2060</td>
<td>180</td>
<td>2</td>
<td>984</td>
<td>180</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>0</td>
<td>1943</td>
<td>180</td>
<td>0</td>
<td>969</td>
<td>180</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>3</td>
<td>1928</td>
<td>0</td>
<td>9</td>
<td>961</td>
<td>180</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>4</td>
<td>1856</td>
<td>9</td>
<td>8</td>
<td>958</td>
<td>180</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>0</td>
<td>1837</td>
<td>180</td>
<td>1</td>
<td>954</td>
<td>180</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>3</td>
<td>1787</td>
<td>180</td>
<td>5</td>
<td>954</td>
<td>180</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>6</td>
<td>1763</td>
<td>4</td>
<td>13</td>
<td>932</td>
<td>180</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>1</td>
<td>1737</td>
<td>180</td>
<td>14</td>
<td>931</td>
<td>180</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>2</td>
<td>1706</td>
<td>180</td>
<td>8</td>
<td>924</td>
<td>180</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>3</td>
<td>1618</td>
<td>0</td>
<td>6</td>
<td>920</td>
<td>180</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
<td>1601</td>
<td>0</td>
<td>4</td>
<td>912</td>
<td>180</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>0</td>
<td>1593</td>
<td>180</td>
<td>10</td>
<td>912</td>
<td>180</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>2</td>
<td>1555</td>
<td>180</td>
<td>9</td>
<td>910</td>
<td>180</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1</td>
<td>1503</td>
<td>0</td>
<td>5</td>
<td>907</td>
<td>180</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>5</td>
<td>1462</td>
<td>0</td>
<td>11</td>
<td>903</td>
<td>180</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>1427</td>
<td>0</td>
<td>2</td>
<td>903</td>
<td>180</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>5</td>
<td>1415</td>
<td>180</td>
<td>0</td>
<td>901</td>
<td>180</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>0</td>
<td>1372</td>
<td>180</td>
<td>10</td>
<td>900</td>
<td>180</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0</td>
<td>1370</td>
<td>180</td>
<td>4</td>
<td>895</td>
<td>180</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>3</td>
<td>1349</td>
<td>180</td>
<td>1</td>
<td>892</td>
<td>180</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>0</td>
<td>1325</td>
<td>0</td>
<td>2</td>
<td>892</td>
<td>180</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
<td>1313</td>
<td>180</td>
<td>2</td>
<td>889</td>
<td>180</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2</td>
<td>1290</td>
<td>180</td>
<td>6</td>
<td>888</td>
<td>180</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>1267</td>
<td>180</td>
<td>6</td>
<td>888</td>
<td>180</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>1258</td>
<td>0</td>
<td>7</td>
<td>878</td>
<td>180</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1245</td>
<td>180</td>
<td>7</td>
<td>878</td>
<td>180</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>3</td>
<td>1242</td>
<td>0</td>
<td>2</td>
<td>877</td>
<td>180</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0</td>
<td>1241</td>
<td>0</td>
<td>0</td>
<td>875</td>
<td>180</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>0</td>
<td>1236</td>
<td>0</td>
<td>10</td>
<td>870</td>
<td>180</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>4</td>
<td>1235</td>
<td>180</td>
<td>12</td>
<td>866</td>
<td>180</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0</td>
<td>1229</td>
<td>180</td>
<td>14</td>
<td>866</td>
<td>180</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0</td>
<td>1211</td>
<td>180</td>
<td>4</td>
<td>862</td>
<td>180</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>2</td>
<td>1203</td>
<td>0</td>
<td>3</td>
<td>861</td>
<td>180</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>14</td>
<td>6</td>
<td>0</td>
<td>1160</td>
<td>0</td>
<td>6</td>
<td>860</td>
<td>180</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>4</td>
<td>1146</td>
<td>0</td>
<td>5</td>
<td>856</td>
<td>180</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1123</td>
<td>0</td>
<td>15</td>
<td>854</td>
<td>180</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>1</td>
<td>1105</td>
<td>0</td>
<td>8</td>
<td>850</td>
<td>180</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>0</td>
<td>1102</td>
<td>0</td>
<td>12</td>
<td>847</td>
<td>180</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
6. Structure model of the v phase obtained by 3D reconstruction

The 3D potential map was examined section by section perpendicular to the c axis. There are six layers stacked along the c axis in each unit cell. Only two of these six layers are unique, one flat layer occurring twice (at \( z = 0.25 \) and 0.75) and one puckered layer occurring four times (at \( z \approx 0.10, 0.40, 0.60 \) and 0.90). Sections corresponding to the flat (F) and puckered (P) layers are shown in Figs. 6(a) and (b), respectively. The flat layers coincide with mirror planes. The stacking sequence is \( PFPP (PFPP') \), where \( P \) relates to \( P \) via a mirror reflection on the flat layer, and the \( (PFPP') \) block is related to the \( PFPP' \) block by a \( 6_1 \) operation along the c axis.

The potential maps were remarkably clear (Figs. 6a and b) with most of the peaks perfectly round and well resolved. 63 and 68 peaks were found from the density maps in the flat (Fig. 6a) and puckered layers (Fig. 6b), respectively. Out of the 131 peaks, one on the flat layer and six on the puckered layer were removed owing to too short atomic distances. The 31 strongest peaks (peaks 1–31), except for those at \( z = 0.1333 \) (four peaks) and one peak at \( z = 0.25 \) (AI57), were assigned to be transition-metal (TM) atoms (Fe or Cr). This is because no TM atoms are located at \( z \approx 0.1333 \) in other related compounds such as the \( \kappa \)-AlNiCr (Sato et al., 1997; Marsh, 1998) and \( \lambda \)-AlFeMn (Kreiner & Franzen, 1997) phases. Peaks 39 and 40 (TM20 and 24, respectively) were also assigned to be TM, since all other atoms with similar geometry are TM atoms. All
other peaks were assigned to be Al. However, a few of them could possibly be TM or shared between Al and TM.

In the flat layer, 62 atoms were found. The structure model of the flat layer obtained from the potential map (Fig. 6a) is shown in Fig. 7(a). The close agreement with the potential map can be judged from Fig. 8(a), where the model is superimposed on the potential map. Atoms on the puckered layer also formed reasonable distances with each other, except for those around one of the threefold axes, which has empty areas without any peaks (Fig. 6b). It was obvious that some atoms were missing there since all intermetallic alloys tend to be closely packed. Five missing atoms were added in the puckered layer based on the relative positions of the atoms in the flat layer. Three were at \( z \approx 0.067 \) and two at \( z \approx 0.133 \). The structure model of the puckered layer is shown in Fig. 7(b) and superimposed on the potential map (Fig. 6b) in Fig. 8(b). The final model has in total 129 crystallographically unique atoms. Their atomic coordinates are listed in Table 4. Most of the interatomic distances are around 2.4 Å, with only four between 2.0 and 2.2 Å.

Compared with the X-ray model, 110 atoms differ by less than 0.31 Å (mean error 0.14 Å), 90 of those atoms differ by less than 0.20 Å (mean error 0.12 Å). Five atoms differ by 0.31–0.85 Å (mean error 0.59 Å). There are 14 atoms that differ from the X-ray model by more than 1.2 Å, and those are all around the three threefold axes (Figs. 9a and b).

7. Discussion

Our results show that it is possible to solve extremely complicated inorganic structures, with over 100 unique atoms, by electron crystallography. The fact that nearly all inorganic crystal structures that were solved by electron crystallography until now had one very short unit-cell dimension (typically about 4 Å) may have given the impression that the method is limited to such structures, where all atoms can be resolved in a single projection. The shortest unit-cell dimension of \( \nu \)-AlFeCr is 12.5 Å and six different layers of atoms overlap when projected along that axis. Needless to say, to any other projection (axial or not) will result in even more overlapping atoms.

Thus, it is not possible to solve a structure of this complexity from single projections, even if sub-Ångstrom resolution electron microscopes are used. However, in three dimensions all atoms in intermetallic compounds are already well resolved in a 2 Å map, since the interatomic distances are around 2 Å. Provided sufficiently many of the most important reflections out to about 2.0 Å resolution are included in the 3D reconstruction (with correct phases), virtually all metal atoms will be seen in the first density map.

It should be stressed that, at this step of a structure determination, the crystallographic structure-factor phases are much more important than the amplitudes. If just a single very strong reflection is included with wrong phase, the density map is typically uninterpretable.

For a more general structure, the message is that the amplitudes of all unique reflections must be estimated, for example from ED patterns, in order to be sure that the 3D map includes all the strongest reflections. At this stage, the amplitudes do not need to be very accurately measured, but all the phases should be correct. For most structures, it will be necessary to have about one to five reflections per unknown atom or just the strongest 10% of all reflections. This is similar to the data used for generating triplet relations in direct methods in X-ray crystallography where also only 10% of all reflections are used, namely those with the highest \( E \) values.

A complete structure determination contains the two distinct steps: solving and refining the structure. The refinement can only be started after the structure has been solved. By solving a structure, we mean that most of the most strongly scattering atoms are found to within an accuracy of 0.2 to 0.3 Å. All methods for solving crystal structures from X-ray diffraction data in most cases give just a fraction of the complete structure. Patterson methods give only the heaviest metals; direct methods do not give H atoms for organic structures etc. This is no problem since the remaining atoms are readily seen in difference Fourier maps, once these initial atoms are positioned. In the case of \( \nu \)-AlFeCr, over 96% of all atoms were clearly resolved in the 3D map calculated from only a limited amount of all reflection data to 2.0 Å resolution.

It is quite remarkable that this map shows both the lighter and heavier atoms and that even the atomic type Al or Fe/Cr in most cases is evident from the peak heights.

The structure model we derived by electron crystallography is remarkably similar to the X-ray structure (Mo et al., 2000). At least 115 unique atoms agree in the two structure determinations. There are only a few areas of different appearances in the maps obtained from these independent investigations. These are all in the vicinity of the \( 6_3 \) axis and the threefold axes, as marked in Figs. 9(a) and (b). Near the \( 6_3 \) axis (marked by small circle), the main differences are the atoms on the \( 6_3 \) axis. In the model obtained by electron crystallography (Fig. 9c), only one atom was found, at \( z = 0.138 \) with 74% occupancy. Around one threefold axis in \( \nu \)-AlFeCr (marked by a medium-sized circle), the model obtained by electron crystallography (Fig. 9a) is quite similar to that of the \( \lambda \)-AlMn (Fig. 9c), although there is no true threefold axis in \( \lambda \)-AlMn. Atoms around the other threefold axis (marked by a large circle in Figs. 9a and b) are more uncertain, since all five atoms that were not directly found from the 3D potential map but added in the puckered layer based on the relative positions of the atoms in the flat layer, are located here. These last uncertain atoms remain to be verified by a careful structure refinement.

For a structure refinement, as many reflections as possible should be included. The phases are not needed at the refinement stage, but if possible complete 3D data out to 1 Å resolution should be used. Strong and weak reflections are equally important. Such data can be obtained by electron diffraction, which is not affected by the contrast transfer function of the electron microscope, but suffers from dynamical scattering. The higher the accuracy of the amplitudes,
the more accurate will the atomic positions become. For
smaller structures than v-AlFeCr, it has been possible to reach
accuracies of 0.01 to 0.02 Å (Weirich et al., 1996, 2000). Such
refinement is now in progress for v-AlFeCr.

8. Conclusions
3D reconstruction from HREM images offers a new possibility
for ab initio structure determination of inorganic compounds
existing only with very small crystal sizes. 3D reconstruction
can be applied to structures too complex to be solved by direct
methods even using single-crystal X-ray diffraction, using a
moderately high voltage electron microscope. There is no limit
in terms of the number of unique atoms in a structure that can
be solved by 3D reconstruction.
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