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Structure of the Polycrystalline Zeolite Catalyst IM-5 Solved by Enhanced Charge Flipping

Christian Baerlocher,1 Fabian Gramm,1 Lars Massüger,1 Lynne B. McCusker,1* Zhanbing He,2 Sven Hovmöller,2 Xiaodong Zou2

Despite substantial advances in crystal structure determination methodology for polycrystalline materials, some problems have remained intractable. A case in point is the zeolite catalyst IM-5, whose structure has eluded determination for almost 10 years. Here we present a charge-flipping structure-solution algorithm, extended to facilitate the combined use of powder diffraction and electron microscopy data. With this algorithm, we have elucidated the complex structure of IM-5, with 24 topologically distinct silicon atoms and an unusual two-dimensional medium-pore channel system. This powerful approach to structure solution can be applied without modification to any type of polycrystalline material (e.g., catalysts, ceramics, pharmaceuticals, complex metal alloys) and is therefore pertinent to a diverse range of scientific disciplines.

As a result of impressive methodological advances in recent years, the determination of a crystal structure from powder diffraction data is no longer a rarity (1, 2). However, some problems have remained intractable. The prospect of dealing successfully with such cases has been improved recently by two developments. First, the charge-flipping structure-solution algorithm introduced by Oszlányi and Stölti in 2004 for single-crystal data (3, 4) has been adapted to accommodate powder diffraction data (5). The resulting powder charge-flipping (pCF) algorithm implemented in the program Superflip (6) has been shown to work well with both organic and inorganic materials of varying complexities. The second advance involves the inclusion of crystallographic phases obtained from high-resolution transmission electron microscopy (HRTEM) images in the input to the zeolite-specific program FOCUS (7). This approach led to the solution of the extremely complex structure of the polycrystalline zeolite TNU-9 (8). We reasoned that by including crystallographic phases from HRTEM images in the pCF algorithm, a powerful and generally applicable approach to structure solution for polycrystalline materials could be developed. We were particularly eager to apply this method to the polycrystalline zeolite catalyst IM-5, whose structure has eluded determination for almost 10 years.

The synthesis of the high-silica zeolite IM-5 was reported in 1998 (9), and the general features of its pore system were deduced from catalytic test reactions in 2000 (10). Although the material has proven to be an important thermally stable catalyst for hydrocarbon cracking and NO reduction (11–16), its properties cannot be fully understood without detailed crystal structure information. Like many zeolitic materials, IM-5 is polycrystalline, but this alone does not account for the particular challenge posed by its structure analysis. It has an unusually large unit cell (C-centered orthorhombic with \( a = 14.299 \text{ Å}, \ b = 57.413 \text{ Å}, \) and \( c = 20.143 \text{ Å} \)) with a volume almost triple that of ZSM-5 (17), one of the more complex known zeolites. There are also approximate relationships between the axes \((b \sim 4a\) and \(c \sim \sqrt{2}a\)), which means that symmetrically unrelated reflections (e.g., 200 and 022 or 022 and 060) have very similar \(d\) spacings. These factors result in an enormous degree of reflection overlap, which is the key hindrance to structure solution from powder diffraction data (1). Furthermore, impurities, which complicate any powder diffraction data analysis, are common in IM-5 syntheses. We overcame these difficulties by combining powder diffraction and electron microscopy techniques in a charge-flipping structure-solution algorithm.

This study builds on our prior adaptation of the charge-flipping algorithm to accommodate powder diffraction data (5). The algorithm itself is a deceptively simple one. Structure factor amplitudes \( |F_{hkl}| \), derived from the measured diffraction intensities \( I_{hkl} \), are assigned random crystallographic phases \( \Phi_{0\delta} \), and the corresponding (random) electron density map \( |\rho(\text{xyz})| \) is generated with the equation

\[
\rho(\text{xyz}) = \frac{1}{V_{\text{cell}}} \sum_{\delta} |F_{hkl}| \cos(2\pi(hx + ky + lz) - \Phi_{0\delta})
\]

The signs of all electron density pixels below a user-defined threshold value \( \delta \) (a small positive number close to zero) are reversed (hence “charge flipping”) to produce a modified electron density map. Essentially, all negative electron densities (which are not physically meaningful) are made positive. From this map, a new set of structure factor amplitudes and phases is calculated. The new phases are then combined with the measured amplitudes to produce a new electron density map. This cycle is repeated until convergence (calculated amplitudes matching measured ones) is reached. An \( R \) value comparing the calculated and measured amplitudes provides an estimate of the reliability of the final map.

In a powder diffraction pattern, reflections with similar \(d\) spacings (or diffraction angle 20) overlap, obscuring their individual intensities. To improve the initial estimate of these intensities (usually a simple equiparitioning) during the course of a pCF run, we introduced a periodic repartitioning within each overlap group. In our implementation, this repartitioning procedure involves an additional density modification based on histogram matching (18) and is performed after a user-defined number of cycles of charge flipping. Wu and co-workers use the charge-flipping modification itself for this repartitioning step (19). The advantages of the charge-flipping algorithm are twofold. First, all calculations are performed without any assumptions about the symmetry, thereby side-stepping space group ambiguities, common in powder diffraction data. Second, no chemical information (e.g., bond distances, bond angles, atom connectivity) is required, so the technique can be applied to any class of material. The question was whether or not this algorithm could handle a problem as complex as the structure of IM-5.

In parallel to the development of the pCF algorithm, we were exploring ways of combining the complementary aspects of powder diffraction and electron microscopy techniques for structure determination. In the case of TNU-9 (8) mentioned earlier, intensities extracted from high-resolution powder diffraction data were combined with crystallographic phases obtained from HRTEM images in the zeolite-specific program FOCUS (7). We reasoned that a similar approach could be used for IM-5, except that the information from the two techniques would be combined in the pCF algorithm rather than in FOCUS. Because the pCF algorithm operates in both real (electron density) and reciprocal (phase) space, it is relatively easy to add supplementary information in either realm. For example, a partial or approximate model can be introduced in real space as a starting electron density map, instead of the usual random phase map; a (partial) pore system in a zeolite can be defined in real space in terms of a structure envelope (20); or phase information from HRTEM images can be added in reciprocal space.

High-resolution powder diffraction data were collected from several different samples of IM-5 at the Swiss-Norwegian Beamlines (SNBL) at the European Synchrotron Radiation Facility in Grenoble, France, and the Swiss Light Source (SLS) in Villigen. None of the samples were ideal. All contained impurities, none had particularly sharp peaks, and diffraction intensity decreased rapidly with diffraction angle. Indeed, the main difference between IM-5 and TNU-9 in
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terms of the difficulty of the structure determination lies in the inferior quality of the IM-5 powder diffraction data. Nonetheless, by comparing the different IM-5 patterns, the peaks corresponding to the IM-5 phase could be distinguished from those of the various impurities, and a tentative indexing of the patterns achieved. In some patterns, the impurity peaks could be assigned to known materials, but in others they remained unidentified. Because of the relationships between the axes mentioned earlier and the quality of the data, the indexing was uncertain and the cell difficult to refine. Generally, determining the unit cell from a powder diffraction pattern is a straightforward and accurate procedure. However, when reflection overlap is extreme and/or when unidentified impurities are present, electron diffraction is a valuable complementary technique. Because electrons interact much more strongly with atoms than do x-rays, a single-crystal electron diffraction pattern can be obtained from a very tiny crystallite (dimensions of ~20 nm versus ~20 μm for x-rays). Unfortunately, this strong interaction generally results in intensities that are difficult or impossible to interpret directly. However, the single-crystal nature of the diffraction patterns allows impurities to be discriminated from the main phase and reflections with similar d spacings to be distinguished from one another.

We therefore collected series of selected area electron diffraction (SAED) patterns on different crystallites of IM-5 as they were tilted around various axes. The SAED patterns from each tilt series were combined with the programs ELD (21) and Trice (22) to construct a three-dimensional (3D) reciprocal lattice, from which approximate lattice parameters could be determined. These results confirmed the powder indexing. The systematic absences in the SAED patterns indicated that the most probable space groups were Cmcm, C2cm, and Cmcm.

The powder diffraction pattern exhibiting the sharpest peaks and the largest range in d spacings (20) was selected for further analysis. First, the analcime impurity peaks were subtracted from this pattern, and then a set of reflection intensities were extracted assuming the space group Cmcm. Of the 4120 reflections in the pattern (dmin = 1.05 Å), 3499 were within 0.2 × FWHM (full width at half maximum) of another reflection, forming 862 overlap groups. To optimize the relative intensities within the overlap groups, the FIPS (fast iterative Patterson squaring) routine was applied (23). These intensities were expanded to the space group P1 (no symmetry within the unit cell) and used as input to the pCF program. Although some of the resulting electron density maps showed feasible pore systems, none could be interpreted to a level sufficient for structure determination. There were indications in these maps that the assignment of a mirror plane perpendicular to the a axis (in Cmcm) might be erroneous.

To resolve this issue, we took high-quality HRTEM images of IM-5 along the three main zone axes at 300 kV on a JEM-3010 transmission electron microscope (Fig. 1). A Fourier transform was calculated from a thin area near the crystal edge in each image, and structure factor amplitudes and phases were extracted with the program CRISP (24). Note that crystallographic phases, which are lost in diffraction experiments, can be retrieved from HRTEM images. These phases were analyzed to determine the symmetry of each projection, and the combination of the three different projections supported the assignment of the noncentrosymmetric space group C2cm (standard setting Amma2). Consequently, the phase relations and phase restrictions of the space group C2cm were imposed on the amplitudes and phases extracted from the HRTEM images of each projection. The contrast transfer function was determined from the Fourier transform of each image and compensated with the program CRISP, after which the projected potential maps (insets in Fig. 1) were calculated.

The structure factor amplitudes and phases from the three HRTEM projections were combined to produce a 3D set of 95 structure factors. Common reflections were used to scale the amplitudes and to determine the common origin of the different projections (25). A 3D potential map was then calculated by inverse Fourier transformation with the program eMap (26). In this potential map, 36 unique Si-atom positions were located and then adjusted to produce a four-connected framework structure. Oxygen bridges were added between the connected Si atoms, and the geometry was optimized with the distance least-squares program DLS-76 (27). However, the R value of the optimization (comparison of calculated and ideal distances) indicated that the framework was highly strained. Furthermore, the powder diffraction pattern generated from this model did not fit the measured one very well, even after structure refinement.

The 95 phases derived from the HRTEM images were then included in the pCF routine, along with a structure envelope (20) defining the channels along [100] and [001] (Fig. 1, A and B). The structure envelope was used to eliminate electron density within the channels. However,

![Fig. 1. HRTEM images taken along different zone axes of IM-5. (A) [100], (B) [001], and (C) [010]. Insets show the corresponding selected-area electron diffraction patterns (left), the symmetry-averaged images (middle), and the simulated images from the structural model (right). The crystal thicknesses for the simulations were 50, 50, and 750 Å, and the defocus values were −500, −400, and +1500 Å, respectively.](image-url)

![Fig. 2. Electron density map from pCF that was used to derive the structure of IM-5. A stick model of the final refined structure of IM-5 has been superimposed for comparison. The image was produced with the UCSF Chimera package (30).](image-url)
the resulting electron density maps were not improved sufficiently over the earlier ones for meaningful interpretation. Speculating that the model derived from the HRTEM data was probably partially correct, we used it to calculate alternative starting electron density maps to replace the initial map generated by the use of random phases. The phase of each reflection calculated from the structure was varied by up to 25% in random fashion, thereby generating 1000 different starting points for 1000 distinct pCF runs. During the course of each run, the channel system was enforced periodically by applying the structure envelope restriction. The resulting maps were symmetry averaged assuming the space group C2cm, and then the five best maps (lowest pCF R values) were combined to yield the one shown in Fig. 2.

Interpretation of this map was almost trivial. The positions of 35 of the 36 Si atoms and 61 of the 79 O atoms could be located directly in the top 106 peaks. The position of the missing Si atom could be deduced quite easily from the four surrounding Si atoms. Two of the other Si atoms had to be shifted by ~0.1 Å along the c axis to complete the four-connected framework structure. The positions of the missing oxygen bridges were then generated, and the geometry was optimized with DLS-76 (27). This time, the DLS R value was indicative of an unstrained geometry, and the calculated powder diffraction pattern matched the main features of the measured one.

The framework structure appeared to be consistent with the centrosymmetric space group Cmcm, so we began Rietveld refinement of the structure assuming this symmetry. To simplify the refinement, we used data collected on a calcined sample (i.e., one in which the organic molecules in the pores had been removed by heat treatment) [a = 14.2088(3) Å, b = 57.2368(13) Å, c = 19.9940(2) Å], even though the peaks were not as sharp as those in the pattern used for the structure determination. Soft geometric restraints were placed on the bond distances and angles of the atoms of the framework, and the refinement converged with the structure factor, weighted profile (Rwp), and statistically expected R values 0.075, 0.188, and 0.142, respectively (Fig. 3). Strong anisotropic peak broadening along two crystallographic directions (e.g., peak widths of 0.026, 0.060, and 0.068°/2θ for reflections with similar 2θ values, but orthogonal orientations) was observed and could only be modeled approximately. The high Rwp value stems mainly from this complication, as well as a particularly irregular background that was difficult to estimate and the presence of an unidentified impurity. Nonetheless, the refinement of the structure itself was extremely stable. Although 12 of the 24 Si atoms in the asymmetric unit lie on the mirror plane perpendicular to the a axis, the geometry remained reasonable, with the possible exception of the 180° Si-O-Si angle at O(25), which lies on a center of symmetry. Reducing the symmetry to one of the noncentrosymmetric C-centered subgroups of Cmcm (C2cm, C221, or Cmc21) did not result in any substantial improvement in either the profile fit or the geometry, so the higher space group Cmcm was retained. It is possible that the calcined form of IM-5, which was used for the refinement, adopts a symmetry higher than that of the as-synthesized form, which was used for all the other analyses.

With 24 topologically distinct Si atoms, the framework structure of IM-5 (see data file S1 for IM-5 crystallographic information) is as complex as that of TNU-9, the most complex zeolite hitherto solved (8). For comparison, the next most complex zeolite, ITQ-22 (28), has only 16 topologically distinct (Si,Ge) atoms. The [001]

Fig. 3. Observed (top), calculated (middle), and difference (bottom) diffraction profiles for the Rietveld refinement of calcined IM-5 (λ = 0.99995 Å). The higher-angle data have been scaled up by a factor of 4 to show more detail. Tick marks indicate the positions of the reflections. A small section of the low-angle data has been expanded in the inset to illustrate the high degree of reflection overlap even in the large d-spacing range. Three clearly separated impurity peaks are marked with asterisks.

Fig. 4. The unusual 2D 10-ring channel system of IM-5. (A) Projection along [100], showing the connections between the channels running parallel to [001]. The walls between channel systems are marked with arrows. (B) A single 2D channel system [between the walls marked in (A)], showing more detail of the connectivity. The details of the shape and size of the structure envelope (generated from 21 reflections) used to depict the channel system are only approximate and should not be overinterpreted. The envelope is only meant to indicate the approximate arrangement of the channels within the framework structure. The image was produced with the UCSF Chimera package (30).
Thin sheets are common in natural and man-made structures, are shaped to a huge variety of diverse three-dimensional (3D) structures, and span many length scales (1). Natural slender structures, such as flowers, lichens, and marine invertebrates, attain elaborate configurations during their unconfined (free) growth. One wonders what mechanisms lead to shaping of free sheets and whether they can be implemented with artificial materials. Thin sheets can form nontrivial 3D structures in many different ways. Confinement of flat sheets can lead to buckling (2), wrinkling (3), and crumpling (4). The construction of layered material can result in both bending (5, 6) and wrinkling (7, 8). Recent studies of wavy patterns along edges of torus plastic sheets (9–11) have shown that 3D wavy patterns can result from inplane deformations. Mathematically, a structure made of a thin sheet can be viewed as a two-dimensional (2D) surface in a 3D Euclidean space. Intrinsically, a surface is characterized by its metric, a tensor that specifies the local distances between points across the surface (12). The shape of a surface, its configuration in space, is a realization, an embedding, of the metric in space. In many cases, there would be many possible embeddings of a given 2D surface (metric) in space; that is, the metric alone does not determine a configuration. To select a specific shape (a specific embedding), one needs to determine, in addition to the metric, the local curvatures on the surface (13).

We present a shape selection principle based on two main ideas: The first is Gauss theorem (Theorema Egregium), which states that the metric tensor of a surface locally determines its Gaussian curvature K(x,y). The second principle, known from the study of crumpling (14–16), shell collapse (17), and wrinkling (18), states that equilibria of thin elastic sheets involve only small amount of inplane strain. Combined, these two principles lead to a novel shaping mechanism: Rather than aiming at a specific embedding, one prescribes on the sheet only a 2D metric, the “target metric” Ktar, one that results in a nonzero Gaussian curvature (a non-Euclidean metric). A sheet adopting a configuration (embedding) satisfying Ktar would have been completely free of inplane strain, that is, stretching energy. The free sheet will settle to a 3D configuration that minimizes its elastic energy. In this mechanism, the selected configuration is set by the competition between bending and stretching energies, and its metric will be close to (but